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Abstract

Titanium disilicide is a promising candidate for use in the circuitry of the next

generation of micro - electronics. The fabrication techniques used by the electronics

industry require accurate thermodynamic data. We have therefore undertaken the

measurement of the specific heat of TiSi2.

The titanium disilicide alloy has been produced and characterized. The lattice

parameters of TiSi 2 have been found to be: a = 8.2607 ± 0.0004 A, b = 4.7967 ± 0.0003

A, and c = 8.545 ± 0.002 A by x - ray diffractometry. The specific heat of titanium

disilicide has been measured from 100 K to 500 K by means of differential scanning

calorimetry. These data show good agreement with accepted specific heat theory,

following the general shape of a Debye curve and approaching a Dulong - Petit value.

From these data a Debye temperature of 510 ± 80 K has been graphically approximated.

The methodology of specific heat measurements using ditferential scanning

calorimetry has been reviewed.
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Introduction

As micro - electrorn"- technology advances, the circuitry on computer chips

become smaller and smaller. As these circuits become smaller, th-e characterization of

these micro-devices and the interconnects among them becomes more important.

Although the materials used for interconnects today have exceptional conductive

properties, they also have a tendency to react with the silicon chips on which they are

deposited. These reactions impede device performance and make the characterization of

these circuits extremely difficult. An example of a material that is commonly used on

today's microchips is aluminum. It has a low resistivity, 2.7 pifcm, but because of its low

alloying temperature with silicon (577 C), there is a tendency for silicon to electromigrate

into the aluminum. 1 As the physical size of interconnect becomes smaller, this

electromigration will have more pronounced effects, causing less than reliable circuits.

Because of difficulties such as this, the materials used in today's micro - electronic chips

may not be suitable for use in tomorrow's.

Titanium disilicide, TiSi2, has a relatively low resistance ( 12.4 Pi2cm ), and

because it is a line compound in the Ti - Si phase diagram, it is in thermodynamically

stable state when depos;'-'d on a silicon chip. For these reasons it is one material being

considered for use as interconnects in the next generation of electronic devices. One of

the most promising methods of creating these interconnects is chemical vapor deposition,

CVD.2

CVD is a process by which material is deposited on a substrate due to chemical

reactions on or near the surface. A simplified picture of a CVD reactor is shown in Fig. 1.

The type of material deposited on the substrate is a function of temperature, pressure and

molar ratios among the reactants. The position on the substrate where the deposition

occurs is called the selectivity. The selectivity is controlled by either using a patterned

substrate or by heating only the appropriate positions of the substrate.2



Reactants A

Silicon Wafr

Exhaust Gases
Reactants B

and 0 0000
Dilutant Gases0 0000

Coils of resitive furnace
or

Coils of inductive furnace

Figure. 1

Simplified schematic of a CVD reactor. The reacting chemicals are fed into the

reactor through different feed lines. Once inside, the flows are mixed and react to deposit

a film on the substrate. In this case the substrate is a silicon chip.
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Several chemical processes can be implemented for the CVD of TiSi2 on to a

silicon substrate. One such reaction is:

TiCI4 (g) + 3Si (s) -+ TiSi2 (s) + SiCl4 (g). Eq. 1

Here there is a large consumption of the substrate, about 925 nm of Si substrate for a 535

nr TiSi 2 film.3 This is undesirable for the production of shallow interconnects. This

consumption can be reduced by introducing hydrogen which reacts with the chlorine. For

this set of reactants the equation is:

TiCI4 (g) + 2H 2 (g) + 2Si (s) --- TiSi 2 (s) + 4HCl (g). Eq. 2

Here the consumption is about 280 nm of Si for a 264 nm layer of TiSi 2.3 The most

promising way to eliminate substrate consumption is by introducing another source of

silicon, For example, silane gas,

TiCI4 (g) + 2Sil., (s) -- , TiSi2 (s) + 4HCI (g) + 2H 2. Eq. 3

Despite the introduction of another silicon-carrying reactant, cons .mption of silicon

substrate will still occur if the duration of this reaction is not closely monitored. 4 There is

a drawback to introducing silane as a reactant; the deposition is not as selective because

there is less dependence on the silicon in the substratz. 4

Modeling a CVD Reactor:

In order for a given, specific material to be deposited in a CVD reactor, the

material should constitute the equilibrium state of the thermodynamic system. In this

situation, the system is a CVD reactor. For a given temperature, molar ratios, and total

pressure inside the reactor, there will be an equilibrium state. This equilibrium state will

have the lowest Gibbs free energy. Therefore, the equilibrium state for any given set of

precursors can be predicted by minimizing the Gibbs free energy for the entire system.

The change in the free energy for any given reaction at a givc-I temperature is:

AG'- = A Hr-° TASr'°, Eq. 4

whereA HO, the change in the standard molar enthalpy for the reaction is:

.3



A H'" = Y v, Af H(products) - Z v, Af HO(reac tan ts), Eq. 5
I J

andA So, the change in the standard molar entropy for the reaction is:

A S' = v, S'(products) - X vj SO(reac tan ts). Eq. 6
i J

In the two previous equations vi denotes the number of moles of each of the products and

vi denotes the number of moles of the reactants. The standard molar enthalpy, Af HO,

and the standard molar entropy, So, can be found in tables of thermodynamic properties, if

these properties have been measured.

If Af H0 and So are known at 2980C, the change in the Gibbs free energy for the

reaction can be found for different temperatures if the forms of the specific heat functions

for the various products and reactants are known. To make this possible Eq. 4 is

rewritten as:

AGT -- A H°29 8- TA Ss 98+(AH -AHO8 )-- T(AS -ASS98), Eq. 7

where the quantities (A HOT- A H*98) and (A So - A SO98) can be obtained by integrating

the difference between the specific heat functions of the products and reactants.

T2

(AHO-AH9 9 8 )= J ACpdT. Eq. 8
298

For the second,

(0AS -S° 9 8 ) r - ACOP dT. Eq. 9
298 T

The change in the specific heat, ACO, for the reaction can be written as:

A Cp = Y_ v, CO,(products) - vj CO (reac tan ts). Eq. 10

In order to predict what is going to happen inside a CVD reactor, Eq. 7 must be

written for all possible reactions among any of the input species. The Gibbs free energy

for the system may then be minimized, with respect to these reactions, for the given

temperature and pressure. The products of the reactions that give the lowest Gibbs free

4



energy should theoretically be the output of the CVD reactor in the absence of kinetic

factors.

To perform these calculations, the thermodynamic properties of all the reactants

and products: standard molar enthalpy, standard molar entropy and the specific heat; must

be accurately known. Because the entropy and enthalpy values can be found by

integrating the specific heat function, measurements of specific heat are highly valuable.

Up to this date only a small amount of research has been done on the

thermodynamic properties of the titanium silicides. Reported values for specific heat are

extremely limited and have been brought into question.5,6,7, 8 The requirement of accurate

thermodynamic data for all the titanium silicides for use in modeling CVD processes is our

impetus for studying the specific heat of TiSi 2.

Specific heat:

A very basic definition for the molar specific heat of a substance is the amount of

heat required to raise one mole of the substance one degree Kelvin. A more precise

definition, rooted in thermodynamics, is that the molar specific heat of a substance is the

change in the enthalpy, with respect to temperature, of the substance at a constant

pressure.

Cp~( aHl!) Eq. 11I

In 1819, Dulong and Petit reported an empirical observation about the specific

heats of solids: all solid elements display a room temperature specific heat of about 25

J/moles * K.9 Fifty - two years later Boltzman was able to provide a theoretical basis for

this value, based upon what was to become know as Maxwell - Boltzman statistics. 10

From this theory, and the assumption that the energy functions of a particle are quadratic

in nature, Boltzman was able to derive the equipartion of energy.

A particle will possess ½/2kBT units of energy for each of its degrees of freedom In

a solid material the motions of a point particle are confined to vibrations. Each vibration

5



has six degrees of freedom: three due the translational energy of the particle and three due

to its potential energy. Since each of these six degrees of freedom will possess ½/2kBT

units of energy, the internal energy of a solid material consisting of N particles is:

U = 3NkBT Eq. 12

Differentiating with respect to T, at a constant volume, and dividing by Avogadro's

number will give Cv = 3R = 24.94 Joules /(mole*Kelvin).

While this theory gave reasonable results for room temperature values, it could not

explain the diminished value of the specific heat of solids in the lower temperature ranges.

Einstein was able to explain this phenomena by considering the particles in a solid

quantized oscillators. His assumption was that all of the oscillators in a solid have the

same frequency, 1) E. The result he obtained gave the general shape of the of the specific

heat curve we know today.

n= N E 2i hco ý eh(•z/krT Eq. 13C = MN k8 T [eAcEIkBTrJ]2

If the Einstein temperature of a solid is defined as, 0E hcolE/kB, a plot of C, vs. T/OE

will have the form of Fig. 2.

Although the Einstein approximation will give the general shape of the specific

heat curve, it does not accurately predict the values of C, near absolute zero. This failure

is due to the overly simple approximation made by Einstein. His assumption that each

oscillator had the same frequency meant that there could be no coupling between the

oscillators. In 1912 Debye made a little less simple assumption. He assumed the velocity

of sound to be constant in the material. This assumption means that c0, the vibrational

frequency is now proportional to k = 21r/X, the wave number of the vibrations. The

proportionality constant is v, the speed of sound: co = vk. Based upon this assumption

the following specific heat function can be derived:

6
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Figure. 2

The Einstein heat capacity of solid matter vs. T/OE where OE = ho)/kB. Also
plotted is the Dulong - Petit value. Einstein's theory was the first to explain the low
temperature shape of CV curve. It can be seen that this model does predict the correct
value of CV for room temperature. Although it predicts the correct shape of the CV curve
is does not predict CV accurately at temperatures near absolute zero.
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Cv - 3V h2 
2 d•o d 0 

4 eh/IkBTE(etm/kBTo .Eq. 142 X2 V kB T2 o e/. _ 1)2

The Debye temperature can be defined as follows:

OD k Ž , 67V2N 13  Eq. 15

where V is the volume of the unit cell and N is the total number of vibration modes.

Fig. 3 is a plot of Cv vs. TIOD.

Estimation of Specific Heat (Kopp's Rule):

Although the value of the specific heat of TiSi 2 near room temperature has not

been experimentally established; a value, based on the measured heat capacities of

chromium disilicide, cobalt disilicide, and vanadium disilicide11 can be estimated. The

general rule for the estimation of specific heat values is known as Kopp's rule. Kopp's rule

states that specific heat of a solid compound is the sum of the heat capacities of its

component elements. Because the downturn points of the specific heat plots for different

materials are not equal, this approximation is only valid for the Dulong - Petit region. The

estimate of titanium disilicide's specific heat from that of chromium disilicide can be

performed as follows.

Cp( TiSi) = Cp(CrSi2 ) - Cp(Cr) + Cp(Ti). Eq. 16

Although the specific heat of TiSi2 has not be experimentally established,

Kubachewski has published a value based upon the data for the silicides listed above 12 .

Fig. 4 is a plot of Kubachewski's estimation, as well the values estimated by Kopp's rule

from the specific heat data of the silicides listed above. A fourth estimate was made

based solely on the specific heats of Ti and Si. Also plotted are the experimental data of

Golutvin. It can be seen from the graph that there is a large discrepancy between the

estimated values and the experimental data of Golutvin.



Although the specific heat of TiSi2 at high temperature can be approximated, this

approximation does not agree with the only measured values of this property. Therefore

more experimental data is required to determine which is a closer representation of the

specific heat of TiSi2 for room temperature and above. Also, due to the different

downturn points of the various specific heat curves, there is no way to estimate values

below room temperature. Therefore the future of the micro - electronics industry may

hinge upon accurate measurement of the specific heat TiSi 2.

9
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Figure. 3

The Debye and Einstein specific heat functions taken form Myers 13 . Also plotted
are experimental data for silver. It can be seen that the Debye theory for the specific heat
of solids does predict the correct temperature dependence for values near absolute zero.
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Figure. 4

The estimation of the specific heat of TiSi 2 by Kopp's rule. Also plotted are
Golutvin's experimental data. As well as the results of Kubachewski's estimation.

To obtain this graph the Cp of TiSi2 was estimated four ways: once from each of
the Cp values of chromium sUicide, cobalt silicide and vanadium silicide, and a fourth
estimate based solely on the specific heats of Ti and Si.

A fit to these four sets of estimated values was performed to yield:
Cp = 21.916 + (7.4181 x 10-3)T - (1.8187 x 105)T2 + (21956 x 10-8)T 2

The functional form of the fit is the standard form of Cp curves in the literature.
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Experimental

Sample Preparation:

The first step in the experimental procedure was to produce a titanium disilicide

alloy. Quantities of Ti (99.99) and Si (99.999) were massed to within + .04% of

stoichiometric TiSi2 . The constituents were then arc - melted in a titanium gettered argon

environment (Fig. 5). Argon of 99.998 purity was flowed through the arc - melter

chamber for five minutes. The flow was then sealed off, leaving the chamber over -

pressured. Next a piece of titanium was melted and held in the liquid state for one minute

to absorb any residual oxygen. The sample was then melted and held as a liquid for about

3 seconds.

As the samples cooled from the melt, it was apparent that they were freezing

anisotropically, solidifying at the bottom first and growing into a bullet shaped ingot. This

differential solidification led the samples to separate into two different phases. This

separation was first suspected upon the observation that the bottom third of the sample

had a different color than the rest of the sample. When the off colored part of one of the

samples was x - rayed, approximately a one to one ratio of TiSi 2 and Ti5 Si 3 was found.

X - ray analysis of the remainder of the sample showed a mixture of TiSi2 and elemental

silicon. In order to promote homogenization, the samples were turned on their side after

solidification and remelted. The samples now solidified much more isotropically; their

shape was observed to be largely spherical. X - rays of samples prepared in this manner

showed single phase TiSi2 (Fig. 6).

The last step in sample preparation was an anneal to relieve crystal stresses,

increase homogeneity, and promote grain growth. The time and temperature for the

anneal, one hour at 13000 C, were decided upon by referencing data on the annealing nf

aluminum and other metals. 14 This anneal was performed in a 10-6 torr vacuum with a

tantalum getter. After the anneal, the sample was allowed to cool to room temperature by

radiation; about three hours were required to cool to room temperature.

12



ElectrodeAro
Atmosphere

Sample Ti Getter

Water - Cooled Copper Hearth

Figure. 4

A diagram of a Centorr Associates Model #5 Single Arc Arc - Melter. Both the
hearth and the tungsten electrode are water cooled. The dimensions of the chamber are
about 8 cm in diameter by about 7 cm high.
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Figure. 6

A typical titanium disilicide x - ray scan. All peaks correspond to TiSi 2 . Only
those peaks used in lattice parameter refinement are labeled. The lines across the bottom
of the figure are the predicted peak positions based upon the lattice parameter refined
from the KI31 peaks.
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Sample Characterization:

Sample characterization was performed by means of powder X - ray diffraction

and electron m; ;roprobe analysis. Specific heat measurements were made by differential

scanning calorimetry.

X - ray diffraction was performed in a standard theta - two theta geometry using

copper Kp 1 radiation. Because of the low two theta values used in this experiment the

peaks of Kct doublet reflected from each plane exhibited small angular displacements from

each other. This lead to difficulties in determining the exact location of each individual K,

peak. Therefore, the Ka peaks were not used in calibration or lattice parameter

refinement. The background near each peak was fit to a polynomial of order three. This

background was then subtracted and each KI peak was fit to a Lorentzian curve. Both

the fit of the backg!-und and the peaks were performed using curve fitting software,

Peakfit. 15

Immediately prior to the scan of the sample, a scan of a NIST silicon standard, 16

a = 5.430940 ± 0.000035 A, was performed for use in equipment calibration (Fig. 7).

The 20 peak positions of this scan were used to estimate the systematic error in our x - ray

equipment. This offset was obtained through the use of a shareware program called Cell.

The program is an algorithm based on Cohen's method 17 of lattice parameter refinement.

This method consists of performing a simultaneous least squares fit to all lattice

parameters as a function of cos20. Silicon exhibits the diamond structure, therefcre the

lattice parameter for the fit are calculated from the following equation 1 7:

sinl 0= x • a2 2 J Eq. 17

Where a is the lattice parameter, h, k, and I are Miller indices, and ?, is the wavelength of

the radiation used for analysis. Because the relative systematic erioi in diffrdctometer

scans are lessened as two - theta approaches 180 degrees, the y-intercept of the linear fit is

15
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Figure. 7

An x - ray scan of powder silicon standard 18 used to calibrate the diffractometer.
Unlabeled peaks correspond to the copper Kat doublet and were not used in calibration.
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taken as the lattice parameter. This reduction in systematic error can be demonstrated by

differentiating Bragg's law:

Ad -=cotOAO. Eq. 18d

Because cotO approaches zero as 0 approaches 90, the systematic error in the calculated

lattice parameter also goes to zero. For the same reasons, the slope of the fit is

proportional to the systematic error in the diffractometer.

The program, Cell, allows the user to select which parameters to vary: lattice

parameter, unit cell angles, and zero point correction. Because the lattice parameters and

cell angles were accurately known for the standard, these were held constant at the values

supplied by NIST while the systematic error was determined. This offset was found to be

0.152 ± 0.001 two theta degrees. This value was subsequently added to the angular

position of each peak obtained for the sample.

From the scan of the sample (Fig. 6) six KO31 peaks were chosen because they were

well separated from all other peaks. These six peaks were then used in the refinement of

the lattice parameters for TiSi2. Titanium disilicide exhibits the orthorhombic structure;

the equation relating the lattice parameters and peak position for an orthorhombic

structure is:

2=2 ( h2k 2  l2+
sill20 -- '4 +--i+ -. Eq. 19

The Miller indices and 20 for each peak are listed below, as well as a pnedictcd 20

calculated from the lattice parameters of LavesI8 .
hkl 20 observed 20 calculx.
111 21.52 21.49
202 27.09 27.09
311 35.24 35.21
313 44.72 44.68
331 61.33 61.28
602 64.17 64.12

Table. 1

17



From these six peaks the following lattice parameters were refined.

a (A) b(A) c(A)
Sylla et. al. 8.2607 ± 0.0004 4.7967 ± 0.0003 8.545 ± 0.002
Laves1 8  8.252 ± 0.006 4.783 ± 0.004 8.540 ± 0.006
Jeitschko1 9  8.2671 ± 0.0009 4.8000 ± 0.0005 8.5505 ± 0.0011

Table 2.

Our parameters show good agreement with the literature values, falling between the

values reported by Laves and Jeitschko in each case.

As a second check of sample characteristics, electron microprobe in the

wavelength dispersive mode was performed. In electron microprobe, the sample is

bombarded with electrons, stimulating the emission of x - rays. These x - rays will have

the characteristic frequencies of the elements in the sample. By counting the number of x -

rays emitted at each wavelength, the composition of the sample can be determined.

A back - scatter electron image of the TiSi2 sample is presented in Fig. 8. Analysis

by electron microprobe in the wavelength dispersive mode indicated that, over a region

with a length scale of approximately 400 gim, the sample was homogeneous to within

approximately 1%. Variations of this length scale are at the lower resolution limit of the

instrument; surface roughness can have a profound influence on signal strength at this

scale. The overall stoichiometry of the sample was found to be TiSi2, though the error in

stoichiometry determination by this technique can be as much as 5% or 10%.

18
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to the color change. It should be noted however, that we are working at the resolution
edge of the instrument and these variations could be due solely to the machine.
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The specific heat measurements of TiSi2 were made by differential scanning

calorimetry, DSC. Before the actual measurements and results are presented an overview

of the general operating principles of a DSC and the procedures that were followed to

measure the specific heat of TiSi2 will be discussed.

The differential scanning calorimeters used in this experiment were manufactured

by Perkin Elmer. A Perkin Elmer DSC - 2 modified for liquid nitrogen temperature

measurements was used to collect data from 100 to 340 K. From 303 to 500 K a Perkin

Elmer DSC - 4, cooled by an ice bath, was used for data collection. Both of the DSC's

were interfaced to micro - computers for data acquisition and analysis.

The basic design of a differential scanning calorimeter is shown in Fig. 9. There

are two calorimeters in each DSC. Each calorimeter consists a platinum cup and cover, a

heater and thermometer. The calorimeters are encased in an aluminum block. This entire

assembly is referred to a DSC head. The space between the calorimeters and aluminum

block is purged with a controlled flow of argon or helium gas. To make a specific heat

measurement a sample encased in an aluminum pan is placed in the left calorimeter; the

right calorimeter is left empty as a reference. In an ideal DSC, the sample calorimeter and

reference calorimeter would be exact duplicates.

To acquire data the DSC is programmed to heat the sample calorimeter and the

reference calorimeter at the same specified rate. Due to the heat capacity of the sample,

the sample and its calorimeter will have a tendency to lag the reference calorimeter in

temperature as the DSC is heating. Circuitry inside the DSC is designed to compensate

for this temperature lag by supplying more power to the heater of the lagging calorimeter,

keeping the difference in temperature between the two thermometers zero as the

temperature is raised. The power required to keep this difference in temperature zero is

converted to a proportional number of volts. This is the output signal of the DSC.

As the DSC is heating, the power supplied to each heater in the DSC flows into

several different heat sinks. For the sample calorimeter, the sample itself is only one of
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Figure 9.

Simplified schematic of a Differential Scanning Calorimeter. The entire block and
head assembly is contained in a glove box over - pressured with nitrogen gas. Both the
sample calorimeter and reference calorimeter of the DSC - 4 are purged with a controlled
flow of argon gas. Helium was used as the purge gas for the DSC - 2. An "0" ring is
used to make a gas tight seal between the lid and block of the DSC - 4.

21



these heat sinks. This is due to the sample's inherent heat capacity. Another sink is the

aluminum pan in which the sample is encapsulated, due to its inherent heat capacity. All

other heat sinks: the DSC cup, the cold finger, radiative losses, etc.; can be grouped

together as other. The heat flow into the sample calorimeter can now be written as:

d =dt C-Pa dt + CPP*"dt + othersam" Eq. 20

The other,,,. term in Eq. 20 is of course dependent upon temperature, sample placement

and shape, as well as other factors.20

Because the reference calorimeter is left empty, its only heat loads are such things

as the cold finger, the DSC cup, etc, therefore the heat flow into this calorimeter will be:

dq-- = otherref. Eq. 21

di

The signal output from a DSC is proportional to the difference in heat flow between the

two sides. The difference in heat flow between the two calorimeters is mathematically the

difference of Eqs. 17 and 18:

dqs dqr Cp°•t + CPP••t + baseline.

F. signal Eq. 22

This difference in heat flows is related to the output signal of the DSC by a proportionality

constant. The constant is F, the calibration constant of the DSC. In the above equation

the baseline term denotes the difference in the heat flow to the other heat sinks,

other,.. - otherrf. If both sides of the DSC were left empty, the signal would only

depend solely upon the quantity others°,- otherrej. This is the baseline signal of the DSC.

This value is non-zero because the other heat losses of the two calorimeters are not

completely identical. From Eq. 22 it can be seen that this signal will exist even for zero

heating rate. The baseline does however depend upon the temperature of the calorimeters

(Fig. 10).
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Figure. 10

Two isothermal baselines. Note that while isothermal signal is dependent upon
temperature, the signal does not necessarily increase with temperature. In order to
evaluate specific heat data, the offset due to the isotherm must be subtracted away.
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The problem now is to extract the desired quantity, Cp_, from the signal defined

by Eq. 22. The last two terms must be subtracted from Eq. 22 and the calibration

constant, F must be determined.

To accomplish this, DSC signals other than the actual TiSi2 signal are required. A

signal for an empty pan is required to subtract the contribution to the signal from the pan

in which the sample was encapsulated. If performed correctly, this subtraction will also

account for the baseline component of the signal. The signal generated by a DSC for an

empty pan is:
dT

F" signal empty = C pw dt + baselineemp.ty. Eq. 23

Subtraction of this equation from Eq. 22 yields:

F. [signalsam - signal emptyd Cp pj ii + baseline sam - baseline empty

Eq. 24

The baseline component of the sample and empty signals are not necessarily equal. But if

all signals are mathematically compensated to the same baseline before the empty pan

subtraction, the baseline terms will cancel and Eq. 45 becomes:

F. [signalsam - signalempty] dT Eq. 25

Y = Cp-. 
q.25dt

Since the heating rate is known, all that remains before the value of Cp can be found from

Eq. 25 is to determine F, the calibration constant of the DSC. This can be found by

acquiring a signal for a sample of known specific heat. Before the details of this

calibration and just how the signals are compensated to the same baseline are discussed,

the experimental procedure used for the measurement of T-"i 2 will be presented.

Before this discussion is begun, the use of the word "sample" should be defined.

In the following paragrnphs the word "sample" is used generically for whatever is in the

left calorimeter of the DSC e. g. an empty pan sample, or a TiSi2 sample.
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A typical DSC "scan" for any sample began with a three minute isotherm at the

low end of the temperature range. Then the sample was heated at twenty Kelvin per

minute for seventy - five degrees. The temperature of the sample was then held at the

high end of the temperature range for an isotherm of nine minutes. A plot of a typical

temperature profile, as well as the signal of a typical scan, are shown in Fig. 11. Data on

the isotherms before

and after each heating range were acquired b'-ause ' -y are required for data analysis, as

will soon become apparent.

Each sample was scanned three times before preceding to the next sample. The

first scan was performed to allow the sample to equilibrate with its surroundings. The

third run was used for data analysis. The second run was used to check the stability of the

DSC by subtracting run two from three.

To measure the specific heat for any given temperature range, an empty pan was

scanned first. This signal was acquired in order to be subtracted from the other sample

signals as described above. Next a specimen of known specific heat, copper, was scanned.

This signal was used in calibration. Then scans of up to three samples of TiSi2 were

performed. And lastly a, second specimen of known specific heat, molybdenum, was

scanned. The scan of this sample was used to estimate the error in the measurements. A

typical set of four scans is shown in Fig. 12.

Variations in isothermal baselines can be seen in Fig. 12. The temperature

dependence of the baseline, as previously discussed, is present; i. e. the baselines for the

initial and final isotherm of each scan are different because they are at different

temperatures (Ref again Fig. 10). It is also observed that, for the same temperature, the

baselines from scan to scan are different. From Eq. 22 it can be seen that these variations

should not depend on the heat capacities of the various samples because the heating rate is

zero on the isotherms. Therefore these differences are most likely due to long term drift in

the DSC itself or any slight differences in pan placement or shape.
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Figure. 1

A typical temperature profile and typical DSC signal.
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Figure. 12

The raw signals of the scans required to measure specific heat by DSC. Notice
that the isothermal baseline is not the same before and after the heating of the samples.
Also note the baselines for each signal are different.
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The first step in obtaining the specific heat of TiSi2 from the scans shown in Fig.

12 is to account for these variations in baseline by adjusting the signals so their basuines

all have the same value. This will allow the baseline terms is Eq. 22 to cancel. The

problem is that the exact form of the baseline during the heating range is unknown. An

assumption is made that if the isothermal baselines of all the signals are equal, then the

baselines of the signals during the heating range a-e also equal.

To apply this assumption to the isotherms of each signal the isotherms are fit

linearly. This fit for each isotherm is then subtracted to give all isotherms the same value,

zero. To apply this assumption to the heating range of each signal, the final isotherm must

first be extrapolated back through the transients to the end of the heating range (Fig. 13).

A linear interpolation is then performed from the end of to the initial isotherm to the

beginning of the final isotherm (Fig. 14). This line is subsequently subtracted from the

signal (Fig. 15). Although this line is not indicative of the actual baseline during the

heating range, its subtraction largely accounts for any variation in baseline from run to run.

The baselines should now be equal and will cancel with the empty pan subtraction.

To give the reader some idea of what the actual baseline for the heating range may

look like, a typical scan was performed with both calorimeters empty (Fig. 16). Although

not completely indicative of the actual baseline, it is shown to demonstrate that the

baseline is not a linear interpolation between the isothermal baselines.

The signal from the empty pan scan is now subtracted from the signals of the other

scans. This subtraction accounts for the contribution to the signals due to the pans in

which the samples are encapsulated. It also subtracts out the baseline contribution to the

signal since now the baselines are theoretically all equal (Fig. 17). All that remains now is

to determine the calibration factor of the DSC, F, in Eq. 25.

Since the specific heat values for copper found in the literature are well

accepted, 2 1,22 the copper sample heat capacity run can be used to find the calibration

factor, F. These values are those compiled by Furukawa et. al. in 1968.23 The reported
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Figure. 13

A typical run having its isothermal baselines corrected to the same common value.
The final isotherm has been extrapolated back to the end of the heating range. The next
step will be to interpolate a baseline between this extrapolated point and the end of the
initial isotherm.
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Figure. 14

An expanded view of the previous figure being corrected to a zero baseline. The
final isotherm has been extrapolated back to the end of the heating range. A line was then
interpolated between the points where the heating begins and ends. This line will now be
subtracted from the signal to give its true "displacement" in Volts.
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Figure, 15

A typical set of signals after being compensated for variations in baseline. The
height of each signal above the zero line is should now be proportional to it heat capacity.

For the samples this still includes the part of the signal due to their pans. The empty pan
run can now be subtracted from the rest of the runs.
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Figure. 16

The difference in heat flow to the two cup assemblies for a typical scanning range.
Both cups are left empty but otherwise all other factors are the same as those for the runs
to measure heat capacity. The output signal was converted to millijoules/Kelvin by
multiplying by the calibration factor determined for a set of heat capacity scans from the
same day. The negative amplitude signifies more heat flowing to the reference side than
the sample side. The plot is presented to show that the baseline for the heating range is
not a linear interpolation between the isothermal baselines.
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Figure. 17

Signals after having the empty pan run subtracted. The signals should now be
proportional to the heat capacity of the samples themselves. The copper signal can now
be used to determine the calibration of the DSC.
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uncertainties in these values for the range of 100 to 300 K is less than .3%. A plot of the

reported error in these data is contained in Appendix 1.

After the copper signal has had the empty pan run subtracted, it is divided by the

number of moles in the copper sample. The literature values for the specific heat of

copper are now substituted into Eq. 25 to yield:

C,,dTl,
F - CP d/ dt moles of copper Eq. 26

signal copper - signalMpt.

The calibration factor, F, has the units of Joules I/ Volt s.

The TiSi2 and molybdenum signals are then each individually multiplied by this

calibration factor. The values obtained are the heat capacities of these samples. These

values are then divided by the respective number of moles in each sample to obtain their

respective specific heats,

F- (signals. ,,p - signal empt)

moles of sample, dT/dt

The measured value of the molybdenum specific heat is then compared to its literature

value24,2 5,26 to estimate the errnr in each set of measurements. The values are taken form

Desai's evaluation. Desai reports errors for this data from ± 1.5% to ± 3%. A graph of

the reported error in these values is contained in Appendix 3. To improve accuracy and

increase precision, as well as save time, an algorithm27 to perform the above procedures

has been written in Asyst. 2 8

Factors Affecting the Accuracy of DSC Measurements:

Although it has been shown that measurements of specific heat by differential

scanning calorimetry are capable of producing results with ±1% accuracy, 29 there are

many sources of error that must be minimized before this level of accuracy can be attained.

Many authors give lists of factors that may adversely affect DSC specific heat
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measurements. There has, however, been little attention paid to the relative magnitudes of

the errors caused by these various sources. Due to this lack of quantification, procedures

for the minimization of error in DSC measurements seem to be rooted mostly in

superstition and myth.

Therefore, in this paper an effort will be made to not only explain the procedures

used to minimize the errors in the measurements; but also, whenever possible, the

quantitative effects that these procedures have had in the overall error in these

measurements will be discussed.

Calibration:

Before accurate specific heat measurements can be made, a compensation must be

made for the inherent thermal lag of a DSC. This correction is necessary because the

sample temperature tends to lag the temperature reported by its thermometer. This lag is

due to the heat capacity of the sample and the thermal resistance between the sample and

the thermometer. This lag has been characterized by Patt et. al. 20 as:

AT= 13(T + Ro Cs)+ A To, Eq. 28

where 03 is the heating rate, AT, is a constant offset, -c, is a time constant of the

instrument, Ro is the thermal resistance between the thermometer and sample, and Cs is

the heat capacity of the sample and pan. Without compensation for this lag, an otherwise

accurate measurement of Cp will be assigned to an incorrect temperature.

Although this generally does not constitute a significant error, we attempt to

minimize any such error as much as possible. The error caused by thermal lag can be

compensated for by determining AT in Eq. 28. This is accomplished by heating selected

materials of high purity through known transition temperatures. The difference between

the displayed transition temperature and the accepted transition temperature is AT (Figs.

18, 19) For the most accurate results AT should be found near both ends of the

temperature range in question, and preferably at points in between.
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Figure. 18

A DSC signal depicting the melting of Sn. The DSC has been programmed to heat
at twenty degrees per minute, the same scanning rate used for specific heat measurements.
The leading edge of the signal is extrapolated to where it intersects the baseline.
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Figure. 19

The leading edge of the signal is extrapolated to where it intersects the baseline.
The intersection is the displayed melting point of Sn. This value is then subtracted from
the actual melting point to yield the temperature lag of the DSC.
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In order for this correction to be the most effective, P3, Tx, Ro, Cs, and A T, for

the specific heat runs should be allowed to vary as little as possible from their values for

the calibration run. The primary concern is due to the quantities R, and Cs. The heating

rate for data acquisition was aiys twenty Kelvin per minute. The quantity T, is a

constant of the machine and has been proven to have long term stability. 19 The constant

offset, A T,, in Eq. 28 is mostly a characteristic of the instrument and is very stable, but

this offset will exhibit small variations with changing R, and extreme changes in pan

shape.
20

The calibration of the DSC - 2 was performed using the melting point of mercury

at 234.28 K, a crystal transition in cyclopentane at 122.1 K, a crystal transition in

cyclohexane at 138.1 K, and the melting point of cyclohexane at 279.7 K.30 This

calibration was performed in the spring of 1990. Although DSC instruments have shown

long range stability, the accuracy of this calibration should now be questioned. The reason

the DSC - 2 was not re-calibrated is the non - availability of calibrants, specifically

cyclopentane.

The calibration of the DSC - 4 was performed April 1993, using In (4N), Sn (4N),

and Pb (4N). A plot of this calibration is contained in Fig. 20. An effort was made to

match the total heat capacities of the calibrants and the heat capacity samples. Although

the heat capacity of the calibrant samples was not perfectly matched to the heat capacity

samples, the difference in thermal lag caused by this variation has been estimated to be

within ±0.1 K, through the use of Eq. 28 and the Dulong Petit value of Cp.

Thermal Contacts:

The thermal contacts between the sample and the DSC cup are also important

factors to be considered. From Eq. 28 it can be seen that the difference in temperature

between the thermometer and the sample is directly related to the thermal resistance

between them. This resistance is composed of five components: 1.) the resistance

between the thermometer and the bottom of the DSC cup, 2.) the resistance at the

interface of the DSC cup and sample pan, 3.) the resistance through the wall of the pan,
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Figure. 20

A calibration plot for the DSC - 4. The error in the data is on the order of the
point size. The fit of the data is extended to show the entire range of specific heat
measurements. Three different metals were used in calibration: indium (4N), melting
point of 429.76 K; tin (4N), melting point of 505.06 K; lead (4N), melting point of 600.6
K.
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4.) the resistance at the interface of the sample and the pan, and finally 5.) the internal

resistance of the sample (Fig. 21). Any temperature lag caused by these resistances,

excluding the sample's internal resistance, can be corrected by the calibration previously

discussed (Eq. 28) provided these resistances remain the same as those of the calibration

run. In other words, the pan bottoms should all have roughly the same shape. Since all

pans are very close in thickness, resistance three will riot vary significantly. Neither will

the resistance of the DSC cup; as it is an integral part of the equipment and very stable.

The remaining resistances can vary, and the factors affecting them should be closely

monitored. Also, by attempting to minimize the magnitudes of these resistances, any

variations from pan to pan will cause a smaller difference in temperature lag.

The resistance between the DSC cup and sample pan is a function of the roundness

of the bottom of the pan. The rounder the pan bottom, the poorer the thermal contact;

hence, a larger resistance. Therefore, it is important to keep the bottoms of all pans as flat

as possible. This will keep the total resistance low. Flat is also a well defined shape, and

deviations from this shape will be easier to detect.

To minimize the internal resistance in the sample and the resistance between

sample and pan, samples of a solid disk geometry tightly pressed to the pan should be

used. To keep the sample in good contact with the pan, two pan bottoms (Perkin - Elmer

part#0219 - 0062) can be used. If the sample is not available in disk form, a fine powder

is preferable to larger pieces. A powder sample should have a lower over-all thermal

resistance because of the higher packing fraction obtainable. Also, it is possible to obtain

greater thermal contact with the pan because more sample can be packed tighter while

maintaining the flatness of the pan bottom. It should be noted that because the errors

caused by internal resistances in the sample cannot be corrected by Eq. 28, it is of

paramount importance to keep the internal resistance of the sample to a minimum.
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Figure 21.

Schematic representation of the resistances between the thermometer and the
sample. The resistance due to the pan material and the resistance due to the DSC cup
material are constant. The remainder of the resistances can vary and any factor that may
affect these values need to be carefully monitored.
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Heat Losses due to Pan Shape:

Another way in which specific heat measurements can be corrupted is through a

variation in overall pan shape. Differently shaped pans will experience differences in heat

loss due to radiative and convective effects.20 We expect that these effects will become

ni. cprevalent at higher temperatures due to the T4 nature of radiative losses. To

minimize this error, all pans should have the same shape and extreme care should be taken

not to bend the sides of the pans when handling them with tweezers.

Based on the these considerations each substance was hermetically sealed between

two aluminum pan bottoms in an argon atmosphere at a pressure of approximately 75

torr. The Cu (50mg) and Mo (80mg) samples were in the shape of solid disks of roughly

the same diameter as the pan bottom. The TiSi2 (30mg) sample was ground to a fine

powder. The samples were sealed in an argon atmosphere to minimize the effects of

oxidation.

The reason the materials were sealed in a 75 torr atmosphere was to keep the pans

from deforming at higher temperatures due to gas expansion. For pans sealed in

approximately an atmosphere of argon, we have experienced difficulties in obtaining

accurate specific heat data in the 500 to 800 K range. It is believed that deformation of

the pans may be a large part of the problem.

The increased thermal resistance between the pan and DSC cup and the increased

resistance between the pan and sample caused by pan expansion has been investigated.

Plots of the signals obtained for copper and molybdenum samples before and after pan

expansion (Figs. 22 and 23) demonstrate this increase. The time constants, RoCs. can be

obtained from exponential fits to the data of Fig. 23. The difference in thermal lag

between the two runs can then be calculated from Eq. 28. The difference in lag has been

found to be about to be about 2 K. This difference in temperature can not account for the

amount of error we have experienced at high temperatures. It should be noted, however,

for temperatures in the 100 K range where there is a large dC1/dT, this same difference in
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Figure. 22.

A graph of four heat capacity DSC scans. The difference in pan shape after pan
expansion has led to longer time constants for the transient regions.
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A plot of the exponential decay to a baseline of two sets of heat capacity data.
The time constants obtained from exponential fits of these two data sets can be used in Eq.
28 to compute the temperature lag for each of the scans. The difference between the two
temperature lag between the expanded and non - expanded run is approximately 2 K.
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lag would cause a 1.5% error in reported Cp, based upon the literature values of the

specific heat of Cu.

And as a final note on the subject, the expansion of a pan will also cause an

increase in the internal resistance of a powder sample because it is not packed as tightly as

before the expansion. This change in pan shape could also cause a difference in the

radiative and conductive heat losses of the pan. An interesting area for more study is to

investigate the possibility of these differences in pan shape accounting for the level of the

systematic error we have experienced in the higher temperature ranges.

Corrections for Sample Pan Mass Differences:

Another source of systematic error in DSC specific heat measurements is the

differences in mass between the various sample pans. If the masses are not identical, the

empty pan subtraction (Eq. 24) will not fully account for a portion of the DSC signal due

to the sample's pan. This error becomes more pronounced as the number of moles in the

sample decreases. Therefore the error is most prominent for small samples of high atomic

mass because the pan will make a proportionally larger part of the signal. In the Dulong -

Petit region, a 20mg Mo sample in a pan with a large variation of 1 mg from the Al empty

pan will produce a 17% variation in the measured heat content. For a similar Cu sample

the variation will be 11%. If the mass of the samples is increased to 50mg, the errors drop

to 5% for Cu and 7% for Mo. The best way to minimize the effects of this error is to use

the largest sample size practical while maintaining small differences in pan mass.

It has been found practical to maintain a much smaller variation of ± .0lmg in pan

mass. For the samples and masses used in our measurements: Mo, - 80mg; Cu, - 50mg,

and TiSi2 , - 30mg; based on Eq. 25, this variation in pan mass should cause an error of

not more than .05% in any one sample run. However, a correction for pan mass

difference based on Eq. 25 has been incorporate.d into our data analysis program:

ASignal a AEq 2'-R
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where:
ASignal = signal correction (volts)
AMass = mass of the empty pan minus the mass of the sample pan (grams)

Cp = literature value of specific heat of pan material (Joules / mole • Kelvin)
R = heating rate (Kelvin / second)
F = calibration factor (Joules / Volt. Kelvin)
Vt = molar mass of the pan material (grams/mole).

This difference in signal is then added to the empty pan signal to correct for the difference

in mass. It should be noted, however, that this correction assumes the pan material is

completely pure. Therefore, as mentioned earlier it is better to keep the differences in pan

mass small than to rely on this correction. Fig. 24 is a plot of data analyzed with and

without the correction.

It is important to note that although a variation in pan mass of .01 mg could be

maintained for a given box of pans (Perkin - Elmer part #0219 - 0062), there was a

significant difference in the average pan mass between two different boxes, up to 1.5 mg.

As previously discussed in this paper, this kind of variation could lead to significant errors

for the unwary experimentalist.

There are many other factors that can affect specific heat measurements: purge

gas, ice bath, etc. These topics are discussed in many sources. 20°,3 1-32 The gist of the

recommendations for minimizing errors due to these factors is: consistency. The most

accurate specific heat measurements will be made by the experimentalist who is most

consistent.
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Copper Samples of Approximately 50 mg
with varying pan mass
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o pan mass = 25.36 mg

x pan mass = 25.36 mg (corrected)
.6 pan mass = 25.45 mg

v pan mass = 25.45 mg (corrected)
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Figure 24.

A plot of three copper samples of about 50mg. The mass of the empty pan
associated with these runs is 25.36mg. The mass of each of their pans is listed on the
graph. Deviations in pan mass of this size should be avoided because this correction in not
completely accurate.
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Results and Conclusions:

All specific heat data obtained for TiSi2 are plotted in Fig. 25 regardless of known

detrimental influences or the known error in the data acquisition procedures. This data is

presented not to be indicative what is believed to be the actual specific heat of TiSi2, but

to demonstrate some of the problems that can be encountered when measuring specific

heat by DSC. The errors in the molybdenum runs associated with the data are contained

in Fig. 26. It can be seen that there were severe problems with all measurements made

above 500 K. The errors in these measurements are thought likely to be the effects of

varying pan shape and varying particle size.

The specific heat data obtained after the samples were crushed to a fine powder

and re-encapsulated are contained in Fig. 27. Also plotted in the figure are Golutvin's

experimental data. There is a large discrepancy between our measured values and those of

Golutvin. Because of the careful procedures followed in acquiring our data we feel our

data are a better representation of the actual value of the specific heat of TiSi2. Also our

data show better agreement with accepted theory, Golutvin's data does not approach a

Dulong - Petit value.

The error in the molybdenum runs associated with the data of Fig. 27 is contained

in Fig. 28. The measured specific heat value of molybdenum is largely within ± 2% of its

accepted value. Because an effort was made to match the total heat capacity and thermal

resistances of molybdenum check sample and the TiSi 2 sample, it is believed that this error

is indicative of the actual error in the TiSi 2 sample.

Our data, those of Golutvin, and the estimated values for the specific heat of TiSi2

are plotted in Fig. 29. There is close agreement between our data and the estimated

values. From this observation, it is clear that a Kopp's rule estimate for the specific heat of

TiSi2 is a valid approximation, and a better representation of the specific heat of TiSi2

than Golutvin's data.
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An approximate value of Debye temperature of TiSi2 has been obtained by

graphical means (Fig. 30). Because the lower limit of temperature range of the data is 100

K, this value is of limited credibility. The value of E), that was estimated for TiSi2 is

about 510 ± 80 K. From this estimate a value of 22 ± 3 J/mole*K for the molar entropy at

298 K has been estimated.

The specific heat of TiSi2 for room temperature values and above has been shown

to be well behaved. That is to say, observed specific heat data agree well with predictions

based upon a simple Debye model and estimates based upon the specific heat of its

components, i. e., Ti and Si. These results justify, in the absence of experimental data, the

approximation of the specific heat of TiSi2 and hopefully the specific heats of the

remainder of the Ti - Si compounds for use in the modeling of CVD reactions.

In conclusion, I would like to say that in order to accurately model the production

of micro - electronic devices by the CVD of titanium disilicide, more data must be

obtained. The specific heat functions of all products and reactants involved in the CVD

process must be accurately known from absolute zero to the operating temperature of the

CVD reactor. The data I have presented here are a beginning; hopefully these

measurements will be expanded upon. The measurements should be continued to lower

temperatures and expanded to include the entire Ti - Si phase diagram. Once these

measurements have been obtained, the CVD of TiSi2 can be optimized and will hopefully

be used in production of the next generation of computers.
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Figure. 25

A plot of all specific heat data for TiSi2 . This plot is included only as an exhibition
of the problems that can be encountered while measuring specific heat by DSC.
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Figure. 26

A plot of the error in the molybdenum check associated with all TiSi2 data.
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Figure. 27

A plot of the TiSi 2 data that we have accepted. Also plotted are Golutvin's data.
A fit to the standard form of Cp from the literature was performed to yield: Cp = 13.302
+ .045079T - 92344T-2 - (4.2097 x 10- 5)T 2. There is good agreement between the fit to
the data and the data for the range of the experiment. However, the expression gives
unrealistic values outside this data range.
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The error associated with the TiSi2 specific heat data. Some of the error in the
low temperature data might be reduced when a new calibration for the DSC - 2 is
obtained.
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Figure. 29

A comparison of various values, estimated and experimental, of the specific heat of
TiSi2.
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Figure. 30

Theta Debye was estimated for TiSi2 by graphical means. More consideration was
given to matching the low temperature values because Cp and CV are closer in value at
low temperatures. By this method an approximate value of ®D = 510 K was obtained.
Also plotted are Debye curves for OD = 460 K ®D = 530 K as references.
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Appendix I

Contained in this appendix are Furukawa's selected values for the specific heat of

Cu. 23 This selection is based upon the specific heat data for copper obtained by different

experimentalists from 1914 to 1968. To obtain the values chosen, a least squares

procedure to the experimental data was performed, giving more weight to the data they

felt most accurate. Also included is a graph showing the percent deviation of the

experimental data from their chosen value. On this graph they also give an estimated

accuracy, but they do not say how they arrive at this estimate. For the part of the

temperature range of our experiment for which data are presented, the accuracy is

estimated to be better than 0.3%.
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Gram atomic wt.I"63.5400 T°K W27. 5+ - (, I ca1=4.184(1 J
T(- (lt-Itg)/l S; _(G ;- H ,) (G H .-),7

OK Cal/de g-mol Cal/mol Calldeg-mol Calfdeg-mol Cal/mol Cal/dee-, I1.00 0.000177 0.000086 0.000086 0.000258 0.000165 0.0001652.00 0.000423 0.000378 O.OCO: 89 0.000451 0.000516 0.0002583.00 0.000805 0.000978 0.000326 0.000689 0.00108 0.0003604.00 0.00139 0.00206 0.000514 0.000995 0.00192 0.0004795.00 0.00225 0.00385 0.000771 0.00139 0.00310 0.000620
6.00 0.00346 0.00668 0.001 I I 0.00190 0.00474 0.0007907.00 0.00508 0.0109 0.00156 0.00255 0.00695 0.0009948.00 0.00720 0.0170 0.00213 0.00336 0.00990 0.001249.00 0.00990 0.0255 0.00283 0.00436 0.0137 0.0O 15310.00 0.0133 0.0370 0.00370 0.00557 0.0187 0.0018-

11.00 0.0174 0.0523 0.00475 (0.00702 0.0250 0.00I2212.00 0.0224 0.0721 0.00601 0.00874 0.0328 0.007-13.00 0.0284 0.0974 0.00749 0.0108 0.0426 0.003-14.00 0.0355 0.129 0.00923 0.0131 0.0545 0.00oS15.00 0.0439) 0.169 0.0113 0.0159 0.0689 0.t0451
16.00 0.0538 0.218 0.0136 0.0190 0.0863 0.00) •17.00 0.065 I 0.277 0.0163 0.0226 0.107 0. o o r18.00 0.0783 0.348 0.0194 0.0267 0.132 0 o) -19.00 0.0933 0.434 0.0228 0.03 13 0.161 0.04 0820.00 0.1 10 0.536 0.0268 0.0365 0.194 0.} o
25.00 0.230 1.363 0.0545 0.0)729 0.460 }.o0 IS-,30.00 0.405 2.928 0.0976 0. 130 0.958 0.031 I35.00 0.63 1 5.496 0.157 0.208 1.792 0.0-40.00 0.894 9.296 0.232 0.309 3.077 0.0 6•45.00 1.178 14.47 0.322 0.431 4.920 0. 1OQ
50.00 1.471 21.09 U.422 0.570 7.415 0.1-'s55.60 1.765 29.18 0.531 0.724 10.65 0. 1-}4(10.00 2.054 38 73 0.646 o0.89O( 14.68 0.2-z65.00 2.332 49.70 0.765 I.(066 19.56 0.) 070.00 2.596 62.03 0.886 1.248 25.34 0.362
75.00 2.84; 75.63 1.008 1.436 32.05 (4280.04 3.072 90.43 1.130 I 627 39.71 0. 1t,85.00 3.285 106.3 1.251 1.8 48.32 0.56,,90.00 3.480 123.2 1.369 2,0113 57.90 0.64395.00 3.660 141.1 I.4,S - 68.45

100 0(0 3.825 159.8 1.598 2.3 )8 79.96 o.80t)10).00 3.977 179.3 1.708 2.58- 92.43 0.8S"0I10.}0 4.1 16 199.6 1.814 2.77( 105.8 0.q 6 21-.00 4.244 220.5 1.917 2.90)2 120.2 1.0-5120.00 4.362 242.0 2.017 3. 1: 135.5 1.12
125 `;1  4.470 264.1 2.113 3 21 151 6 1.213130.000 4.571 286.7 2.205 3.503 168.7 1.2 ,135.00 4.663 309.8 2.295 *.s.67 186.7!40.00 4.741) 333.3 2.38 1 -.s4s 2 c5.5 s145.00( 4.82s 3S7 7. 2.4h4 .1 1)16 12.,
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Gram atomic wt,=63.5400, T°K=273.15+t °C, I cat=4.1840J

TC;, H;r-H,- (Hr-H,')IT S;- -(G;-- H(') -(Gr- H•)/T

*K Cal/deg-mol Cal/inol Calldeg-mol Cal/deg-mol Callmol Calldeg-mol

150.00 4.901 381.6 2.544 4.181 245.6 1.638
155.00 4.969 406.3 2.621 4.343 266.9 1.722
160.00 5.032 431.3 2.695 4.502 289.1 1.807
165.00 5.090 456.6 2,767 4.658 312.0 1.891
170.00 5.145 482.2 2.836 4.811 335.6 1.974

175.00 5.196 508.0 2.903 4.960 360.1 2.058
180.00 5.244 534.1 2.967 5.107 385.2 2.140
185.00 5.289 560.4 3.029 5.252 411.1 2.222
190.00 5.331 587.0 3.089 5.393 437.7 2.304
195.00 5.371 613.8 3.147 5.532 465.1 2.385

200.00 5.408 640.7 3.203 5.669 493.1 2.465
205.00 5.443 667.8 3.258 5.803 521.7 2.545
210.00 5.476 695.1 3.310 5.934 551.1 2.624
215.00 5.507 722.6 3.361 6.064 581.1 2.703
220.00 5.537 750.2 3.410 6.191 611.7 2.781

225.00 5.565 778.0 3.458 6.315 643.0 2.858
230.00 5.591 805.8 3.504 6.438 674.9 2.934
235.00 5.616 833.9 3.548 6.558 707.4 3.010
240.00 5.640 862.0 3.592 6.677 740.5 3.085
245.00 5.663 890.3 3.634 6.793 774.1 3.1 60

250.00 5.684 918.6 3.675 6.908 808.4 3.234
255.00 5.704 947.1 3.714 7.021 843.2 3.307
260.00 5.722 975.7 3.753 7.132 878.6 1. 79
265.00 5.740 1004, 3.790 7.241 914.5 3.451
270.00 5.757 1033. 3.826 7.348 951.0 3.22

273.15 5.767 1051. 3.848 7.415 974.2 3.567
275.00 5.773 1062. 3.861 7.454 988.0 -.593
280.00 5.788 1091. 3.896 7.558 1026. 3.663
285.00 5.803 1120, 3.929 7.661 1064. 3,731
290.00 5.818 1149. 3.961 7.762 1102. 3.800

295.00 5.832 1178. 3.993 7.862 1141. 3.868
298.15 5.840 1196. 4.013 7.923 1166. 3.911
300.00 5.845 1207. 4.024 7.960 1181. ".9316

H4 is the enthalpy of the solid at O0K and I atm pressure.
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Appendix 2

Contained in this appendix are Desai's selected values for the specific heat of

Mo. 26 This selection is based upon the specific heat data for molybdenum available

through 1985. Desai does not discuss the methods used to arrive at these values. A graph

of Desai's selected value for low temperature and the data used to used in its

determination is included. Also contained is a graph of the deviations between the

selected value and the experimental results. Desai reports deviations of± 1.5% to ± 3%

between his selection and the experimental data.
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Appendix 3

The calibration factors for the DSC -2 and DSC - 4.
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The calibration factor for the DSC - 2.
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